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57 ABSTRACT

With a command delay time measurement unit that issues a
first test command while the medium error status generator
generates the medium error status, and measures a delay time
of'a command response for the first test command as a com-
mand delay time, and a response interval measurement unit
that issues a plurality of second test commands to the storage
apparatuses to be examined under a higher load when no error
occurs, and measures an interval of each command response
for the plurality of second test commands as a response inter-
val, and by calculating, for each of the plurality of types of the
storage apparatuses, a reference time for each storage appa-
ratus type by adding the command delay time and the
response interval, an error can be detected more efficiently.
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STORAGE CONTROL APPARATUS, METHOD
OF SETTING REFERENCE TIME, AND
COMPUTER-READABLE STORAGE
MEDIUM STORING REFERENCE TIME
SETTING PROGRAM

CROSS-REFERENCE TO RELATED
APPLICATION

This application is based upon and claims the benefit of
priority of the prior International Patent Application No.
PCT/IP2010/068076, filed on Oct. 14, 2010, the entire con-
tents of which are incorporated herein by reference.

FIELD

The present disclosure relates to a technique to detect an
abnormality in a storage apparatus.

BACKGROUND

In a data storage system including hard disk drives (HDDs)
in multiple types, an increased load on a back end causes a
congestion on a data propagation path, adversely effecting the
time until a command is completed (command completion
time).

In a data storage system, a reference time referred to as a
timeout time is generally set. When a command is issued to a
HDD and the time waiting for a response to that command
exceeds the timeout time, it is determined that an error occurs
in that HDD.

Ina conventional data storage system, a single timeout time
is set for all HDDs provided in the system (refer to Patent
Reference 1: Japanese Laid-open Patent Publication No.
2004-139482, for example).

However, in such a conventional data storage system, when
there are HDDs in multiple types, the common timeout time
set for all HDDs provided in the system is determined based
on HDDs having the lowest response capability. Further, the
timeout time is set based on the maximum load on the propa-
gation path which varies dynamically during an operation of
the data storage system.

Accordingly, the timeout time set to a greater value length-
ens the error detection time during the operation of the system
operation.

In contrast, if a timeout time would be set to a smaller
value, upon a delay of a command completion time, it cannot
be determined whether the delay is due to the higher load on
the propagation path or due to a failure in an HDD, which
would hinder the data storage system from being operated
efficiently.

SUMMARY

Accordingly, a storage control apparatus is provided that is
capable of being connected to storage apparatuses of a plu-
rality of types, the storage control apparatus including: a
storage apparatus selector that selects storage apparatuses to
be examined from each of the plurality of types of the storage
apparatuses; a medium error status generator that generates a
medium error status in the storage apparatuses to be exam-
ined; a command delay time measurement unit that issues a
first test command while the medium error status generator
generates the medium error status, and measures a delay time
of'a command response for the first test command as a com-
mand delay time; a response interval measurement unit that
issues a plurality of second test commands to the storage
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apparatuses to be examined under a higher load when no error
occurs, and measures an interval of each command response
for the plurality of second test commands as a response inter-
val; a reference time calculator that calculates, for each of the
plurality of types of the storage apparatuses, a reference time
for each storage apparatus type by adding the command delay
time and the response interval; and an abnormality detector
that detects an abnormality upon issuing a command to the
storage apparatuses, based on the reference time calculated
by the reference time calculator.

Further, a method of setting a reference time used for
detecting, in a storage control apparatus connected to storage
apparatuses of a plurality of types, an abnormality when a
command is executed to the storage apparatuses, is provided,
the method including: selecting storage apparatuses to be
examined from each of the plurality of types of the storage
apparatuses; generating a medium error status in the storage
apparatuses to be examined; issuing a first test command
while generating the medium error status in the storage appa-
ratuses to be examined, and measuring a delay time of a
command response for the first test command as a command
delay time; issuing a plurality of second test commands to the
storage apparatuses to be examined under a higher load when
no error occurs, and measures an interval of each command
response for the plurality of second test commands as a
response interval; and calculating, for each of the plurality of
types of the storage apparatuses, a reference time for each
storage apparatus type by adding the command delay time
and the response interval.

Further, a computer-readable storage medium storing a
reference time setting program that makes a computer set a
reference time used for detecting, in a storage control appa-
ratus connected to storage apparatuses of a plurality of types,
an abnormality when a command is executed to the storage
apparatuses, is provided, the program making the computer:
select storage apparatuses to be examined from each of the
plurality of types of the storage apparatuses; generate a
medium error status in the storage apparatuses to be exam-
ined; issue a first test command while generating the medium
error status in the storage apparatuses to be examined, and
measure a delay time of a command response for the first test
command as a command delay time; issue a plurality of
second test commands to the storage apparatuses to be exam-
ined under a higher load when no error occurs, and measure
an interval of each command response for the plurality of
second test commands as a response interval; and calculate,
for each of the plurality of types of the storage apparatuses, a
reference time for each storage apparatus type by adding the
command delay time and the response interval.

The object and advantages of the invention will be realized
and attained by means of the elements and combinations
particularly pointed out in the claims.

It is to be understood that both the foregoing general
description and the following detailed description are exem-
plary and explanatory and are not restrictive of the invention.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 is a diagram schematically illustrating an example
of a functional configuration of a storage system as one
example of an embodiment;

FIG. 2 is a diagram schematically illustrating an example
of a hardware configuration of a storage system as one
example of an embodiment;

FIG. 3 is a diagram schematically illustrating an example
of a hardware configuration of a storage control apparatus in
a storage system as one example of an embodiment;
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FIG. 4 is a diagram illustrating disk type information in a
storage system as one example of an embodiment;

FIG. 5 is a diagram illustrating disk information in a stor-
age system as one example of an embodiment;

FIG. 6 is a diagram illustrating response intervals in a
storage system as one example of an embodiment;

FIG. 7 is a flowchart illustrating calculation of a timeout
time when a storage system as one example of an embodiment
is being started;

FIG. 8 is a flowchart illustrating calculation of a timeout
time when a storage system as one example of an embodiment
operates;

FIG. 9 is a diagram illustrating a timeout time in a storage
system as one example of an embodiment;

FIG. 10 is a diagram illustrating timeout times set for each
of'the multiple disk types in a storage system as one example
of an embodiment; and

FIG. 11 is a flowchart illustrating calculation of a timeout
time when an error is detected while a storage system as one
example of an embodiment operates.

DESCRIPTION OF EMBODIMENTS

Hereinafter, embodiments of the present disclosure will be
described with reference to the drawings.

FIG. 1 is a diagram schematically illustrating an example
of a functional configuration of a storage system as one
example of an embodiment, and FIG. 2 is a diagram sche-
matically illustrating an example of a hardware configuration
thereof. FIG. 3 is a diagram schematically illustrating an
example of a hardware configuration of a storage control
apparatus 30 in the storage system 1 as one example of an
embodiment.

As depicted in FIG. 1, the storage system 1 of the present
embodiment is connected to one or more (one in the example
depicted in FIG. 1) upper-level apparatus 4, thereby provid-
ing storage areas to the upper-level apparatus 4. The upper-
level apparatus 4 is a computer having a server function (host
computer), for example.

As depicted in FIG. 2, the storage system 1 includes a
controller enclosure 2, which is connected to the upper-level
apparatus 4. The controller enclosure 2 also includes control-
ler modules 40a and 405, and multiple (four in the example
depicted in FIG. 2) hard disk drives (HDDs, storage appara-
tuses) 60-1, 60-2, 60-3, and 60-4.

The HDDs 60-1, 60-2, 60-3, and 60-4 are storages (storage
apparatuses) that can store data in readable and writable man-
ner, and read and write data from and to storage media (not
illustrated) by sequentially processing commands sent from
the storage control apparatus 30. Each of the HDDs 60-1,
60-2, 60-3, and 60-4 is communicatively connected to respec-
tive SAS expanders 250 in the controller modules 40a and
405.

Note that the reference symbols 60-1 to 60-4 are used
hereinafter for referring to a specific HDD while reference
symbol 60 is used when reference is made to any of the
multiple HDDs.

Hereinafter, the numbers following the hyphen (-) in the
reference symbols 60-1, 60-2, 60-3, and 60-4 referencing to
the HDDs are called as “disk numbers”. Hereinafter, the
HDDs 60 are sometimes referred to by these disk numbers,
for example, the HDD 60-1 may be referred to as “disk 1” and
the HDD 60-2 may be referred to as “disk 2”.

In the present embodiment, the HDDs 60 include HDDs in
multiple types, for example, the HDDs 60 include HDDs of
three types (models), Types A, B, and C. Each type of the
HDDs 60 has different characteristics. For example, each disk
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type has different burst length and command delay time upon
a medium error in the HDD 60.

As used herein, the burst length refers to the size of data
that is transferred in a single connection, i.e., the size of data
that is transferred in a single cycle of open of a bus (Open),
data transfer (DataTx), and close (Close). The burst lengths
generally vary depend on the size of the data transfer buffer
provided in the HDDs 60, the 10 performance and/or, for
example, and are different for the types of the HDDs 60.

The HDDs 60 have a queuing function that temporarily
store commands sent from the storage control apparatus 30 in
a queue (buffer) that is not illustrated. One HDD 60 can
process only a single command at a time, and sequentially
processes commands stored in its queue.

In case of Serial Attached SCSI (SAS) devices, when the
load on the bus (SAS) is increased, the priorities of the bus
right are equalized in a unit of connection. This results in an
increase in the delay ratio of responses in types with shorter
burst length as compared to types with longer burst lengths.
More specifically, types with longer burst lengths can process
data in the same size faster than types with shorter burst
lengths.

Note that, in the present embodiment, the HDD 60-1 has
Type A, the HDD 60-2 and the HDD 60-4 have Type B, and
the HDD 60-3 has Type C.

The controller modules 40a and 405 each execute a wide
variety of controls, and executes various controls, such as
access control to the HDDs 60-1 to 60-4, in accordance with
a storage access request from the upper-level apparatus 4. The
controller modules 40a and 406 have substantially similar
configurations, and respectively include a storage control
apparatus 30 and an expander module 41.

Note that the reference symbols 40a and 405 are used when
a reference to a specific one of the multiple controller mod-
ules is required to be made while reference symbol 40 is used
when reference is made to any one of the controller modules.

In the controller enclosure 2, the storage control appara-
tuses 30 in the controller modules 40a and 405 are commu-
nicatively connected to each other.

Each storage control apparatus 30 is connected to the SAS
expander 250 in the local controller module 40a (305) and the
SAS expander 250 in the remote controller module 305 (30a).

Each SAS expander 250 relays between the storage control
apparatus 30 and the HDDs 60, and transfers data in accor-
dance with a storage access request from the upper-level
apparatus 4. The SAS expander 250 also relays data to and
from the drive enclosure which is not illustrated.

Each storage control apparatus 30 executes a wide variety
of controls, such as data access control on the HDDs 60 and
implementation of an RAID, and is an RAID controller, for
example. As depicted in FIG. 3, the storage control apparatus
30 includes a processor 301, a memory 302, and SAS con-
trollers 304 and 305.

The memory 302 is a storage that stores various types of
data and programs, and data and the like are temporarily
stored in the memory 302 upon the processor 301 executing
computations. In the memory 302, disk type information D1,
disk information D2, and bus information D3 are also stored.

In the memory 302, a control program 303 and a reference
time setting program 306, which will be described later, are
also stored (refer to FIG. 3).

FIG. 4 is a diagram illustrating the disk type information
D1, and FIG. 5 is a diagram illustrating the disk information
D2, in the storage system 1 as one example of an embodiment.

The disk type information D1 is information representing
characteristics of each types of the HDDs 60, and, in the
present embodiment, is a table listing command delay times



US 9,152,519 B2

5

(averages) upon a medium error status tavg and burst lengths
bl for the respective types, while relating them to each other.

In the example depicted in FIG. 4, a command delay time
upon a medium error status in each type is expressed by the
reference symbol “tavg” representing the command delay
time upon a medium error status, followed by “- (hyphen)”
and the symbol representing that type (i.e., one of A, B, and
C). Similarly, a burst length in each type is expressed by the
reference symbol “bl” representing the burst length, followed
by “- (hyphen)” and the symbol representing that type (i.e.,
one of A, B, and C).

Specifically, in the example depicted in FIG. 4, the com-
mand delay time upon a medium error status tavg-A and the
burst length bl-A are those for Type A. Similarly, the com-
mand delay time upon a medium error status tavg-B and the
burst length bl-B are those for Type B, while command delay
time upon a medium error status tavg-C and the burst length
bl-C are those for Type C.

Note that the reference symbols tavg-A to tavg-C are used
when a reference to a specific one of the multiple commands
delay times upon a medium error status is required to be made
while reference symbol tavg is used when reference is made
to any one of the command delay times upon a medium error
status. Furthermore, the reference symbols bl-A to bl-C are
used for referring to a specific one of the multiple burst
lengths while reference symbol bl is used when reference is
made to any of the burst lengths.

The disk information D2 is information representing char-
acteristics of each HDD 60, and, in the present embodiment,
is a table listing types, burst lengths bl, total data amount/
command counts dpc, average response intervals R, average
connection counts C, response delay coefficients DK, com-
mand delay times (averages) upon a medium error status tavg,
response intervals tr, and timeout times (reference time) Tout,
for the respective types, while relating them to each other for
the disk number of each HDD 60.

As used herein, the total data amount/command count dpc
is the average data amount (size) per command, and is calcu-
lated by an average connection count calculator 24, which
will be described later, for example.

The average response interval R is the average interval for
multiple responses received from the HDD 60 while the stor-
age system 1 operates, and is calculated by a response interval
measurement unit 14, which will be described later.

The average connection count C is an average connection
count per command while the storage system 1 operates. In
other words, the average connection count is the average
count of connections generated for a single command in that
HDD 60. The average connection count C is calculated by an
average connection count calculator 24, which will be
described later.

The response delay coefficient DK is a coefficient deter-
mined based on the average connection count determined
while the storage system 1 operates, and is used for correcting
the response interval tr (described later) during the operation
of the storage system 1 operates. The response delay coeffi-
cient DK is determined by a response delay coefficient cal-
culator 25, which will be described later.

The response interval tr is an interval between responses
made for a command issue to the HDD 60 without any
medium error, during startup of the storage apparatus 30. The
response interval tr is measured by a response interval mea-
surement unit 14, which will be described later.

The timeout time Tout is a reference value (time) for deter-
mining by an abnormality detector 22, which will be
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described later, that an error (timeout error) occurs in the
HDD 60, and is set by a timeout time setting unit 10, which
will be described later.

In the example depicted in FIG. 5, a normal response
interval of each disk number is expressed by the reference
symbol “tr” representing the response interval, followed by “-
(hyphen)” and the symbol representing that disk number (i.e.,
one of 1-4). Similarly, a timeout time of each disk number is
expressed by the reference symbol “Tout” representing the
timeout time, followed by “- (hyphen)” and the symbol rep-
resenting that disk number (i.e., one of 1-4).

Further similarly, total data amount/command count, an
average response interval, an average connection count, a
response delay coefficient, and a timeout time of each disk
number are expressed by the reference symbols “dpc”, “R”,
“C”, “DK”, and “Tout” representing the total data amount/
command count, the average response interval, the average
connection count response delay coefficient and timeout
time, respectively, followed by “- (hyphen)” and the disk
number.

More specifically, in the example depicted in FIG. 5, for
example, Type A, the burst length bl-A, the total data amount/
command count dpc-1, the average response interval R-1, the
average connection count C-1, the response delay coefficient
DK-1, the command delay time upon a medium error status
tavg-A, the response interval tr-1, and the timeout time Tout-1
are for the disk number 1.

Note that the reference symbols tr-1 to tr-4 are used here-
inafter for referring to a specific one of multiple responses
intervals while reference symbol tr is used when reference is
made to any of the response intervals. Furthermore, the ref-
erence symbols Tout-1 to Tout-4 are used for referring to a
specific one of the plurality of timeout times while reference
symbol Tout is used when reference is made to any of the
timeout times.

Thebus information D3 is information of the performances
(characteristics) of the bus (SAS in this embodiment) used in
the storage system 1, and in the present embodiment, is the
average response interval for all of the buses Ravg. The aver-
age response interval for all of the buses Ravg is calculated by
a total average response interval calculator 16, which will be
described later. How the average response interval for all of
the buses Ravg is calculated will also be described later.

The SAS controllers 304 and 305 execute a wide variety of
controls for the SAS. For example, the SAS controller 304
controls communications with the SAS expander 250 in the
local controller module 40a (405), while the SAS controller
305 controls communications with the SAS expander 250 in
the remote controller module 4056 (40q).

In other words, the storage control apparatus 30 in the
controller module 40q is configured to be connectable to both
the SAS expander 250 in the controller module 40a having
the storage control apparatus 30 provided therein and the SAS
expander 250 in the remote controller module 405. Similarly,
the storage control apparatus 30 in the controller module 405
is configured to be connectable to both the SAS expander 250
in the controller module 405 having the storage control appa-
ratus 30 provided therein and the SAS expander 250 in the
remote controller module 40q.

Further, the controller enclosure 2 is configured to be con-
nectable to a drive enclosure which is not illustrated via wide
links 70. In other words, multiple drive enclosures are con-
nected to the SAS expander 250 in the controller module 40a
and the SAS expander 250 in the controller module 405 in the
controller enclosure 2, via the wide links 70, a cascade man-
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ner. The drive enclosure is an apparatus that includes one or
more HDDs 60 and makes storage areas in the HDDs 60
available.

The processor 301 executes a wide variety of calculations
and controls, and embodies various functions of the storage
system 1 by executing the control program 303 stored in the
memory 302.

For example, the processor 301 implements various func-
tions as a well-known RAID controller, such as implementa-
tion of an RAID, access controls to the HDDs 60 in response
to a host I/O from the upper-level apparatus 4.

In the storage system 1, the storage control apparatus 30
also has an abnormality detection function that detects abnor-
malities in the HDDs 60.

Specifically, the processor 301 functions as a command
issuing unit 21, a timeout time setting unit 10, and an abnor-
mality detector 22, which will be described later, by executing
the reference time setting program 306.

The programs (the control program 303 and the reference
time setting program 306) for implementing these functions
are provided in the form of programs recorded on a computer
readable recording medium, such as, for example, a flexible
disk, a CD (e.g., CD-ROM, CD-R, CD-RW), a DVD (e.g.,
DVD-ROM, DVD-RAM, DVD-R, DVD+R, DVD-RW,
DVD+RW), a magnetic disk, an optical disk, a magneto-
optical disk, or the like. The computer then reads a program
from that storage medium and uses that program after trans-
ferring it to the internal storage apparatus or external storage
apparatus or the like. Alternatively, the program may be
recoded on a storage device (storage medium), for example, a
magnetic disk, an optical disk, a magneto-optical disk, or the
like, and the program may be provided from the storage
device to the computer through a communication path.

Upon embodying the functions as command issuing unit
21, timeout time setting unit 10, and abnormality detector 22,
programs stored in internal storage apparatuses (the memory
302 in the storage control apparatus 30) are executed by a
microprocessor of the computer (the processor 301 in his
embodiment). In this case, the computer may alternatively
read a program stored in the storage medium for executing it.

Note that, in the present embodiment, the term “computer”
may be a concept including hardware and an operating sys-
tem, and may refer to hardware that operates under the control
of the operating system. Alternatively, when an application
program alone can make the hardware to be operated without
requiring an operating system, the hardware itself may rep-
resent a computer. The hardware includes at least a micropro-
cessor, e.g., CPU, and a means for reading a computer pro-
gram recorded on a storage medium and, in the present
embodiment, the storage control apparatus 30 includes a
function as a computer.

The command issuing unit 21 issues a command accom-
panied by a disk access (hereinafter, simply referred to as a
command), to an HDD 60 as a command target storage, based
on a host /O from the upper-level apparatus 4. Note that the
function as the command issuing unit 21 can be embodied by
means of a wide variety of known techniques, and the descrip-
tions therefor are omitted.

Hereinafter, an HDD 60 to which the command issuing unit
21 issues acommand while the storage system 1 operates may
also be referred to as a command target HDD 60.

The abnormality detector 22 detects an abnormality (error)
in an HDD 60. The abnormality detector 22 measures a
response time (command completion time) between the time
when the command issuing unit 21 issues a command to an
HDD 60 and the time when the HDD 60 returns a response to
that command. The abnormality detector 22 then compares
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the response time to the timeout time, and detects an abnor-
mality as a timeout error in that HDD 60 when the response
time exceeds the timeout time.

Inthe storage system 1, the abnormality detector 22 detects
an abnormality related to an issue of a command to the HDDs
60, based on a timeout time (reference time) calculated by the
timeout time setting unit 10, which will be described later.

The timeout time setting unit (reference time calculator) 10
sets a timeout time Tout which is used by the abnormality
detector 22 as a reference for detecting an abnormality. The
timeout time setting unit 10 sets the timeout time Tout when
the storage system 1 is started (powered on), or when the
HDDs 60 are mounted.

The timeout time setting unit 10 sets a timeout time Tout for
each type of the HDDs 60.

In the storage system 1, a command delay time is not
necessarily calculated for every HDD 60 since HDDs 60 in
the same types are used (e.g., the HDD 60-2 and the HDD
60-4). For this reason, the timeout time setting unit 10 selects
some test target HDDs 60 for each type, and calculates a
timeout time Tout that is common to the HDDs 60 in that type
using these test target HDDs 60.

In other words, the timeout time setting unit 10 sets a
timeout time Tout for each type.

As depicted in FIG. 1, the timeout time setting unit 10
includes a storage selector 11, a medium error status genera-
tor 12, a command delay time measurement unit 13, a
response interval measurement unit 14, a timeout time calcu-
lator 15, a total average response interval calculator 16, a
reference time modifier 17, an on-error command delay time
measurement unit 18, an on-error command delay time cal-
culator 19, an average connection count calculator 24, a
response delay coefficient calculator 25, and an operation
response interval calculator 26.

The storage selector 11 selects test target HDDs (storage
apparatuses to be examined) 60, that are to be test targets for
determining the timeout time Tout, from the HDDs 60 of
multiple types, when the storage control apparatus 30 is
started or when the HDDs 60 are mounted. In other words, the
storage selector 11 selects test target HDDs 60 for each HDD
type, from all of the HDDs 60 provided in the storage system
1.

Hereinafter, the timing when where a startup process is
executed in the storage control apparatus 30, such as when the
storage control apparatus 30 is powered on or restarted, or
when the HDDs 60 are mounted, for example, is simply
referred to as “upon a startup”.

When the storage system 1 includes multiple HDDs 60 in
the same type, the storage selector 11 selects a certain number
of'test target HDDs 60 from the HDDs 60 in that type.

In other words, the storage selector 11 selects a certain
number of test target HDDs 60 for each type. Note that the
number of test target HDDs 60 to be selected for each type is
desirably determined in advance.

The medium error status generator 12 causes a medium
error in the test target HDDs 60 selected by the storage selec-
tor 11. The medium error status generator 12 causes a medium
error in the test target HDDs 60 by destroying data (data
destruction) stored in a certain sector, as a check code, in the
test target HDDs 60, for example. Note that the data destruc-
tion in the check code may be implemented using various
techniques well-known in the art, and the detailed descrip-
tions thereof will be omitted for simplicity. Hereinafter, the
situation where an HDD 60 has no error status is referred to as
a “without any medium error”.
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The medium error status generator 12 can also overcome
the generated medium error status by overwriting the check
code of which data has been destroyed, with a correct check
code, for example.

Once the command delay time measurement unit 13, which
will be described later, completes measurements of an on-
medium error command delay time tavg, the medium error
status generator 12 overcomes the medium error status to
generate a medium error free status (normal status).

The command delay time measurement unit 13 makes the
command issuing unit 21 issue a test command (first test
command) to the HDDs 60 wherein the medium error status
generator 12 causes the medium error.

The command delay time measurement unit 13 then mea-
sures the time (response time) between when the test com-
mand is issued and the time when an error response (com-
mand response) for that test command is returned from the
HDD 60, as an on-medium error command delay time tavg.
Hereinafter, the on-medium error command delay time tavg
may be simply referred to as a command delay time tavg.

More specifically, the command delay time measurement
unit 13 issues a test command to the test target HDDs 60 in
which the medium error status generator 12 causes the
medium error, and measures the time (delay time) required
for a command response to that test command, as an on-
medium error command delay time tavg.

The on-medium error command delay time tavg represents
the intrinsic capability of an HDD 60 for response upon a
medium error, such as a retry count and a disk access speed in
that HDD 60.

The command delay time measurement unit 13 uses a
non-illustrated timer, for example, upon measuring a com-
mand delay time tavg.

The response interval measurement unit 14 puts a higher
load on the test target HDDs 60 without any medium error
selected by the storage selector 11, when the storage control
apparatus 30 is started, by making the command issuing unit
21 issue multiple commands to these HDDs 60.

Here, the higher load status is the situation where the data
transfer amount per unit time (e.g., one second) is saturated
between the storage control apparatus 30 and an HDD 60.

In other words, specifically, the response interval measure-
ment unit 14 issues multiple pieces of input/output data on a
bus connected to a test target HDD 60, until the data transfer
amount per second to that HDD 60 is saturated.

Under a higher load status caused in such a manner, the
response interval measurement unit 14 makes the command
issuing unit 21 generate multiple test commands (second test
commands) to the test target HDDs 60 without any medium
error. The response interval measurement unit 14 then mea-
sures respective intervals of command responses for these
multiple test commands, as response intervals (response
intervals) tr.

Note that the response intervals tr are intervals between
respective command responses (responses) made by an HDD
60, when the HDD 60 is in a medium error free status (normal
status) and a higher load status, and when multiple commands
are issued to the HDD 60.

FIG. 6 is a diagram illustrating response intervals in the
storage system 1 as one example of an embodiment.

Commands issued by the command issuing unit 21 are sent
to HDDs 60 via the SAS expander 250 and the like. In that
HDD 60, the received command is stored in a queue. In the
example depicted in FIG. 6, four commands, namely, Com-
mands c1 to ¢4, are issued.

In the HDD 60, a single command is processed at a time,
and thus Commands c1 to c4 stored in the queue are sequen-

5

10

15

20

25

30

40

45

50

55

60

65

10

tially processed. Every time one command has been pro-
cessed, the HDD 60 makes a command response to the stor-
age control apparatus 30.

In the example depicted in FIG. 6, in the HDD 60, after
Command c1 obtained from the queue is processed and then
Response R1 is sent, Command c2 is processed and Response
R2 is sent. Similarly, after Command c3 is processed and then
Response R3 is sent, Command c4 is processed and Response
R4 is sent.

In the present embodiment, the “response interval” refers
to the interval between the time when a previous response is
received from an HDD 60, and the time when a next command
is processed in that HDD 60 and a response to the processed
command is received (see “tR” in FIG. 6).

By measuring such a response interval, the time required
by the HDD 60 to process a single command can be obtained.
In the present embodiment, the HDDs 60 have a queuing
function to sequentially process commands stored in the
queue. This prevents response intervals being affected by
intervals of issuance of commands.

Further, during the system operation after the storage con-
trol apparatus 30 is started, the response interval measure-
ment unit 14 calculates the average response interval R that is
an average of response intervals for each HDD 60, when the
command issuing unit 21 issues commands to the HDDs 60.
The calculated average response interval R for each HDD 60
is stored in the disk information T2 described above.

The timeout time calculator (reference time calculator) 15
calculates a timeout time Tout for each HDDs 60 of multiple
types.

Specifically, the timeout time calculator 15 calculates the
timeout time Tout based on the following Formula (1):

Timeout time Zout=command delay time zavg+re-
sponse interval 7

M

In a storage system, the time required to process a single
command can be represented by a sum of the “time to transfer
data of'a command” and the “time to process (read/write) the
command for an HDD 60”.

Here, the maximum delay time of the “time to process
(read/write) the command for an HDD 60 is determined as a
“command delay time tavg upon a forced medium error”.

Further, the maximum delay time of “time to transfer data
of a command” is determined as the “response interval tr
without any medium error under a higher load”.

Hence, when no response is received from an HDD 60 after
the time interval, which is sum of the “command delay time
tavg upon a forced medium error” and the “response interval
tr in anormal status under a higher load”, passes, that HDD 60
can be determined as an erroneous HDD 60.

The timeout time calculator 15 calculates the timeout time
Tout as an initial value when the storage control apparatus 30
is started. The timeout time calculator 15 calculates the tim-
eout time Tout every time a command is issued to a target
HDD 60 from the command issuing unit 21 during an opera-
tion of the storage system 1, after the storage control appara-
tus 30 has been started. The timeout time calculator 15 also
calculates the timeout time Tout when a medium error occurs
in an access to an HDD 60 during an operation of the storage
system 1 operates.

The total average response interval calculator 16 calculates
the average of response intervals of all buses to the multiple
HDDs 60 provided in the storage system 1, as an average
response interval (total average response interval) Ravg. The
total average response interval calculator 16 calculates the
average of response intervals for all of the buses to all of the
HDDs 60 in the storage system 1 when the command issuing
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unit 21 issues a command to an HDD 60 during an operation
of the storage system 1. The total average response interval
calculator 16 then stores the calculated average response
interval for all of the buses Ravg in the bus information D3.

The average connection count calculator 24 calculates the
total data amount/command count dpc when the command
issuing unit 21 issues a command to a command target HDD
60 during an operation of the storage system 1.

Specifically, the average connection count calculator 24
calculates the total data amount/command count dpc by
dividing the data size sent and received between the storage
control apparatus 30 and its HDDs 60 by the total command
count sent and received between the storage control apparatus
30 and its HDDs 60. In other words, the total data amount/
command count dpc represents the average data size per
command.

In the present embodiment, the data size is represented in a
unit of block, the total data amount/command count dpc may
also be represented as the command average block count dpc.

Note that the unit of data sizes is not limited to a block and
bits may be used, for example, and a wide variety of variations
are possible.

Further, the average connection count calculator 24 obtains
the average connection count per command C of a command
target HDD 60. Specifically, the average connection count
calculator 24 calculates the average connection count C based
on the following Formula (2):

Average connection count C=(total data size/com-

mand count dpc)/burst length bl 2)

For calculating the average connection count C, the total
data amount/command count dpc corresponding to an HDD
60 of interest and the burst length bl are used, in the disk
information D2.

Further, the average connection count calculator (total
average connection count calculator) 24 calculate the average
of average connection count per commands C of all of the
HDDs 60 provided in the storage system 1. Hereinafter, the
average of the average connection count per commands C of
all ofthe HDDs 60 provided in the storage system 1 is referred
to as the average connection count of all HDDs.

The response delay coefficient calculator 25 calculates the
response delay coefficient DK during an operation of the
storage system 1. The response delay coefficient calculator 25
calculates the response delay coefficient (response delay
coefficient) DK, based on the average connection count C of
acommand target HDD 60, and the average connection count
of'all HDDs 60 connected to the storage control apparatus 30.

Specifically, the response delay coefficient calculator 25
calculates the response delay coefficient DK using the fol-
lowing Formula (3):

Response delay coefficient DK=(average connection
count C of command target HDD)/(average con-
nection count of all HDDs)

3

The operation response interval calculator 26 calculates an
expected response interval (operation response interval) by
applying (multiplying) the response delay coefficient calcu-
lator 25 obtained by the response delay coefficient DK to the
average response intervals (total average response intervals)
Ravg of all buses calculated by the total average response
interval calculator 16 (see Formula (4)).

Expected response interval z7=average response inter-
val for all buses Ravg*response delay coefficient

DK (©)]

The on-error command delay time measurement unit 18
measures, when an actual medium error occurs in a command
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target HDD 60 during an operation of the storage system 1,
the delay time of a response to that command, as an on-error
command delay measured time Terror.

The storage control apparatus 30 fundamentally includes a
function to measure a response time to a command, when the
commend is issued to an HDD 60. The on-error command
delay time measurement unit 18 obtains, when a medium
error is detected by the abnormality detector 22, a command
response time of a command related to the detected error, as
an on-error command delay measured time Terror.

In other words, the on-error command delay measured time
Terror is a response time between the time when a command
related to a medium error is issued upon detection of the
medium error and the time when an error response (command
response) for that command is returned from the HDD 60.

The on-error command delay time calculator 19 calculates
an on-error command delay time Tavg', based on the on-error
command delay measured time Terror measured by the on-
error command delay time measurement unit 18, and the
command delay time tavg measured by the command delay
time measurement unit 13.

Specifically, the on-error command delay time calculator
19 calculates the on-error command delay time Tavg' using
the following Formula (5):

On-error command delay time 7avg'=(on-error com-
mand delay measured time Zerror+command

delay time tavg)/2 )]

The calculated on-error command delay time Tavg' is
stored in a certain region in the memory 302, for example.

The reference time modifier 17 calculates the timeout time
Tout by using the expected response interval calculated by the
operation response interval calculator 26, as a response inter-
val tr in the above-described Formula (1).

Specifically, the reference time modifier 17 calculates
(modifies) a new timeout time Tout for a command target
HDD 60 by adding the expected operation the response inter-
val tr to the command delay time tavg, every time the com-
mand issuing unit 21 issues a command during an operation
of'the storage system 1.

Further, the reference time modifier 17 calculates, when a
medium error is detected by the abnormality detector 22
during an operation of the storage system 1, a new timeout
time Tout for an HDD 60 where the medium error is detected,
by using the on-error command delay time Tavg' calculated
by the on-error command delay time calculator 19 as a new
command delay time, and adding that new command delay
time Tavg' to the response interval tavg.

In other words, the reference time modifier 17 calculates a
new timeout time Tout for a command target HDD 60 where
the error is detected.

The reference time modifier 17 sets the newly calculated
timeout time Tout, as a timeout time of the command target
HDD 60.

A calculation of a timeout time upon a startup of the storage
system 1 configured as described above as one example of an
embodiment will be described with reference to the flowchart
depicted in FIG. 7 (Steps A10-A30).

After a controller enclosure 2 is powered on and a control-
ler module 40 is also powered on, power is thus supplied to a
storage control apparatus 30. In response, a startup operation
of' the storage control apparatus 30 is initiated.

In the storage control apparatus 30, an on-medium error
command delay time tavg is measured (Step A10).

Specifically, initially, the storage selector 11 selects a test
target HDD 60 (storage apparatus to be examined) 60 that is
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to be tested to determine the timeout time Tout from each type
of HDDs 60 of multiple types.

Next, the medium error status generator 12 generates a
medium error in the test target HDD 60 by destroying data
stored as a check code in the selected storage apparatuses 60
to be examined. The command issuing unit 21 then issues a
test command for causing a data access, to the HDDs 60
where the medium error was generated by the medium error
status generator 12. The command delay time measurement
unit 13 measures a on-medium error command delay time
tavg in the test target HDD 60, based on a response to that test
command.

Thereafter, the medium error status generator 12 recovers
from the generated medium error to generate a medium error
free status (normal status).

Next, a response interval tr is measured in the test target
HDDs 60 in the medium error free state, selected by the
storage selector 11 (Step A20).

Specifically, initially, command issuing unit 21 puts the
test target HDDs 60 without any medium error selected by the
storage selector 11 into a higher load status, by issue multiple
commands to these HDDs 60.

Further, the command issuing unit 21 further issues mul-
tiple test commands (second test commands) to these test
target HDDs 60 in a higher load status. The respective inter-
vals of command responses for these multiple test commands
are measured as response intervals tr.

The timeout time calculator 15 calculates an initial value of
the timeout time, by adding the on-medium error command
delay time tavg obtained at Step A10 to the response interval
tr obtained at Step A20 (Step A30).

Next, a calculation of a timeout time during an operation of
the storage system 1 configured as described above as one
example of an embodiment will be described with reference
to the flowchart depicted in FIG. 8 (Steps B10-B80).

During an operation of the storage system 1, values in disk
information D2 and bus information D3 are sequentially
updated using the values calculated by the timeout time set-
ting unit 10, and the value of the timeout time Tout is also
updated where appropriate.

In this example, it is assumed that the burst length bl-A of
Disk Type A is 10, the burst length bl-B of Disk Type B is 20,
and the burst length bl-C of Disk Type C is 30.

In this example, it is also assumed that the command issu-
ing unit 21 sequentially issues commands for 40 (blocks)
Read, 20 (blocks) Read, 20 (blocks) Read, 40 (blocks) Read,
in this order, to the HDD 60-2 (Disk B). Similarly, it is also
assumed that the command issuing unit 21 sequentially issues
commands for 30 (blocks) Read, 30 (blocks) Read, and 30
(blocks) Read, in this order, to the HDD 60-3 (Disk Type C).
It is further assumed that the command issuing unit 21
sequentially issues commands for 100 (blocks) Read, and 20
(blocks) Read, in this order, to the HDD 60-4 (Disk Type B).

When the command issuing unit 21 issues a command to
the command target HDDs 60 (Step B10), the average con-
nection count calculator 24 calculates the command average
block count dpc of each HDD 60 (Step B20).

Specifically, the average connection count calculator 24
calculates the total data amount/command count dpc, i.e., the
command average block count dpc, by dividing the total data
amount of commands issued from the storage control appa-
ratus 30 to an HDD 60, by the total command count issued to
that HDD 60.

(a) Disk 2:

Total data amount of commands issued to Disk 2=120

(blocks)

Command count=4
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Command average block count to Disk 2 dpc-2=total
data amount of commands issued to Disk 2/com-
mand count=120/4=30 (blocks)

(b) Disk 3:
Total data amount of commands issued to Disk 3=90 (blocks)
Command count=3

Command average block count to Disk 3 dpc-3=total
data amount of commands issued to Disk 2/com-
mand count=90/3=30 (blocks)

(c) Disk 4:

Total data amount of commands issued to Disk 4=120
(blocks)

Command count=2

Command average block count to Disk 2 dpc-4=total
data amount of commands issued to Disk 2/com-
mand count=120/2=60 (blocks)

The command average block count dpc for each HDD 60
calculated as described above is stored in the disk information
D2. In other words, the total data amount/command count dpc
in the disk information D2 is overwritten and updated with the
newly calculated total data amount/command count dpc.

Next, the response interval measurement unit 14 calculates
the average response interval R for each HDD 60 (Step B30).

(a) Disk 2:

If the response intervals are as follows:

Response interval between the first command response and
the second command response=2 (seconds)

Response interval between the second command response
and the third command response=2 (seconds)

Response interval between the third command response
and the fourth command response=5 (seconds)

Average response interval R-2=(2+2+5)/3=3 (seconds)

(b) Disk 3:

If the response intervals are as follows:

Response interval between the first command response and
the second command response=3 (seconds)

Response interval between the second command response
and the third command response=2 (seconds)

Average response interval R-3=(3+4)/2=3.5 (seconds)

(c) Disk 4:

If the response interval is as follows:

Response interval between the first command response and
the second command response=2.5 (seconds)

Average response interval R-4=2.5 (seconds)

The average response interval R for each HDD 60 calcu-
lated as described above is also stored in the disk information
D2.Inother words, the average response interval R in the disk
information D2 is overwritten and updated with the newly
calculated average response interval R.

Next, the total average response interval calculator 16 cal-
culates the average response interval of all buses (total aver-
age response interval) Ravg of all of the buses to the multiple
HDDs 60 provided in the storage system 1 (Step B40).

In this example,

Response interval of all buses Ravg=(3+3.5+2.5)/3=3
(seconds)

Further, the response interval of all buses Ravg calculated
as described above is stored in the bus information D3. In
other words, the response interval Ravg in the bus informa-
tion D3 is overwritten and updated with the newly calculated
response interval Ravg.
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Next, the average connection count calculator 24 calcu-
lates the average connection count per command C for each
HDD 60 (Step B50).
(a) Disk 2:

Average connection count C-2 of Disk 2=(total data
amount/command count dpc-2)/burst length
b1-2=(120/4)/20=1.5

(b) Disk 3:

Average connection count C-3 of Disk 3=(total data
amount/command count dpc-3)/burst length
b1-3=(90/3)/30=1

(c) Disk 4:

Average connection count C-4 of Disk 2=(total data
amount/command count dpc-4)/burst length
bl-4=(120/2)/20=3

Further, the average connection count C calculated as
described above is stored in the disk information D2 while
being related to that HDD 60. In other words, the average
connection count C in the disk information D2 is overwritten
and updated with the newly calculated average connection
count C.

Further, the response delay coefficient calculator 25 calcu-
lates the response delay coefficient DK for each HDD 60
(Step B60)

Note that the average connection count of all HDDs is
(1.541+3)/3.

(a) Disk 2:

Response delay coefficient of Disk 2 DK-2=Average
connection count of Disk 2 C-2/Average connec-
tion count of all HDDs=1.5/((1.5+1+3)/3)=0.82

(b) Disk 3:

Response delay coefficient of Disk 2 DK-3=Average
connection count of Disk 3 C-3/Average connec-
tion count of all HDDs=1/((1.5+1+3)/3)=0.55

(c) Disk 4:

Response delay coefficient of Disk 4 DK-4=Average
connection count of Disk 4 C-2/Average connec-
tion count of all HDDs=3/((1.5+1+3)/3)=1.64

Further, the response delay coefficient DK calculated as
described above is stored in the disk information D2 while
being related to that HDD 60. In other words, the response
delay coefficient DK in the disk information D2 is overwrit-
ten and updated with the newly calculated response delay
coefficient DK.

The operation response interval calculator 26 calculates an
expected response interval tr (Step B70).

(a) Disk 2:

Response interval of Disk 2 t#-2=Average response
interval of all buses Ravg*Response delay coeffi-
cient DK-2=3 (5)*0.82=2.46 (s)

(b) Disk 3:

Response interval of Disk 3 ##-3=Average response
interval of all buses Ravg*Response delay coeffi-
cient DK-3=3 (5)*0.55=1.65 (s)

(c) Disk 4:

Response interval of Disk 4 tr-4=Average response
interval of all buses Ravg*Response delay coeffi-
cient DK-4=3 (5)*1.64=4.92 (s)
Further, the expected response interval tr calculated as
described above is stored in the disk information D2, as a new
response interval tr, while being related to that HDD 60. In
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other words, the response interval tr in the disk information
D2 is overwritten and updated with the newly calculated
expected response interval tr.

The reference time modifier 17 calculates a new timeout
time Tout by using the expected response interval calculated
by the response delay coefficient calculator 25, as a response
interval tr in the above-described Formula (1) (Step B80).

As an example, it is assumed that the command delay time
tavg-A is 3 (s), the command delay time tavg-B is 4 (s), and
the command delay time tavg-C is 5 (s).

(a) Disk 2:

Timeout time of Disk 2 7out-2=command delay time
tavg-B+response interval #-2=4+2.46=6.46 (s)

(b) Disk 3:

Timeout time of Disk 3 7out-3=command delay time
tavg-C+response interval #-3=5+1.65=6.65 (s)

(c) Disk 4:

Timeout time of Disk 4 Tout-4=command delay time
tavg-B+response interval #7-4=4+4.92=8.92 (s)

Each of the calculated timeout time Tout is stored in the
disk information D2 while being related to that HDD 60. In
other words, the timeout times Tout in the disk information
D2 are overwritten and updated with the newly calculated
timeout times Tout.

The abnormality detector 22 then refers to the disk infor-
mation D2 of the HDD 60 to which the command is issued,
and detects any timeout error by comparing the command
completion time with the timeout time Tout of that HDD 60.
In other words, when command completion time exceeds the
timeout time Tout, a timeout error is detected and an abnor-
mality in that HDD 60 is also detected.

In the example set forth above, the detection of a timeout
error in Disk 4 requires 8.92 (s), while the detection of a
timeout error in Disk 3 can be detected in 6.65 (s).

FIG. 9 is adiagram illustrating a timeout time in the storage
system 1 as one example of an embodiment. In the example
depicted in FIG. 9, the timeout time calculated by the refer-
ence time modifier 17, the command completion time, and the
timeout time set with a conventional technique are depicted.

In the storage system 1, the calculated timeout time
dynamically varies due to the load of the HDD 60, as depicted
in FIG. 9. The abnormality detector 22 determines that an
abnormality occurs when the abnormality detector 22 detects
that the command completion time is greater than the timeout
time (refer to NG in FIG. 9).

Further, as depicted in FIG. 9, the timeout time in the
storage system 1 is smaller than a timeout time in conven-
tional techniques, which is determined upon the maximum
load on the propagation path and is a fixed value. In the
storage system 1, the timeout time can be set to a value
smaller than that in the conventional techniques, and hence,
the abnormality detector 22 can swiftly detect errors.

FIG. 10 is a diagram illustrating timeout times set for each
of the multiple disk types in the storage system 1 as one
example of an embodiment. In the storage system 1, as
depicted in FIG. 10, respective timeout times are set to Disks
1 to 4. Note that, in the example depicted in FIG. 10, Disk 2
and Disk 4 are of the same type, and have the common
timeout time.

As described above, by setting an appropriate timeout time
to each type, errors can be detected more precisely than
conventional techniques where a single timeout time to all
disks, and further errors can be swiftly detected for each type.
In other words, errors can be detected efficiently.
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Next, a calculation of a timeout time when a medium error
is detected during an operation of the storage system 1 con-
figured as described above as one example of an embodiment
will be described with reference to the flowchart depicted in
FIG. 11 (Steps C10-C30).

the on-error command delay time measurement unit 18
measures, when an actual medium error occurs in a command
target HDD 60 during an operation of the storage system 1,
the delay time of a response to that command, as an on-error
command delay measured time Terror (Step C10).

Thereafter, the on-error command delay time calculator 19
calculates an on-error command delay time Tavg', based on
the on-error command delay measured time Terror measured
by the on-error command delay time measurement unit 18,
and the command delay time tavg measured by the command
delay time measurement unit 13 (Step C20).

Then, the reference time modifier 17 calculates a new
timeout time Tout for an HDD 60 where the medium error is
detected, by using the on-error command delay time Tavg'
calculated by the on-error command delay time calculator 19
as a command delay time in the above-described Formula (1)
(Step C30).

In other words, the following stands:

Timeout time 7out of a command target HDD 60
where the error is detected=command delay time
Tavg'+the response interval ¢

The newly calculated timeout time Tout is stored in the disk
information D2. In other words, the timeout time Tout in the
disk information D2 is overwritten and updated.

The abnormality detector 22 then refers to the disk infor-
mation D2 of the HDD 60 to which the command is issued,
and detects any timeout error by comparing the command
completion time with the new timeout time Tout of that HDD
60.

As described above, in accordance with the storage system
1 as one example of an embodiment, by setting different
timeout times Tout to the respective disk types, the time
required to detect errors can be reduced. This can improve the
processing efficiency in the storage system 1.

Then, by setting the timeout time based on the command
completion time upon a medium error and the response inter-
val under a higher load without any medium error, the timeout
times can be set in accordance with the processing perfor-
mances of HDDs 60. In other words, an appropriate timeout
time can be set to each HDD 60. When a command comple-
tion time is delayed, it can be determined whether the delay is
due to the higher load on the propagation path or due to a
failure in that HDD 60.

By using the command completion time upon a medium
error upon setting the timeout time, the response capabilities
unique to an HDD 60, such as the retry count and the access
speed in that HDD 60, can be reflected to the decision whether
a timeout occurs upon a medium error.

Further, by using the response interval under a higher load
without any medium error upon setting the timeout time, only
the time required for an actual disk access and the time
required for transmission of response data can be reflected,
thereby eliminating factors not directly related to the disk
performances, such as queue time.

In the present embodiment, the sum of the command
completion time upon a medium error and the response inter-
val under a higher load without any medium error is used, as
the timeout time. This is because the time required to process
a single command can be represented by a sum of the “time to
transfer data of a command” and the “time to process (read/
write) the command for an HDD 60”.
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The maximum delay time of the time to process (read/
write) the command for an HDD 60 is determined from the
command delay time upon a medium error, while the maxi-
mum delay time of time to transfer data of a command is
determined from the response interval without any medium
error under a higher load. When no response has been
returned from the HDD 60 after the timeout time, which is the
sum of the two, elapses, the abnormality detector 22 can
determine that the HDD 60 is experiencing an error.

In other words, the sum of the command completion time
upon a medium error and the response interval under a higher
load without any medium errors is an optimal timeout time
value.

Further, every time a command is issued from the storage
control apparatus 30 during an operation of the storage sys-
tem 1, the reference time modifier 17 dynamically modifies
the timeout time Tout in accordance of the data transfers on
the bus. Thereby, the timeout time is suitably set for the data
transfers on the bus, which can eliminate any effects of data
delay due to the load on the propagation path to reliably and
immediately determine that an error occurs in the HDD 60.

In other words, an optimal timeout time Tout is set in
accordance with the load on the propagation path which var-
ies dynamically during an operation of the system, enabling
an efficient operation of the system.

Further, during an operation of the storage system 1, when
a medium error is detected, any command completion delay
due to a medium error is reflected to the timeout time by the
on-error command delay time measurement unit 18 and the
on-error command delay time calculator 19. In other words,
the average of the delay time used during an operation of the
system and the actual command completion delay time upon
the medium error is calculated and used for calculation of the
timeout time. Thereby, the longer the storage system 1 oper-
ates, the more appropriate the timeout time Tout can be set for
the system usage, which can achieve an efficient system
operation.

Further, upon a startup, by measuring the delay time of a
command response upon a medium error and using the delay
time to set the timeout time, the performances of the HDDs 60
to recover from the medium error (to retry) can be set to the
timeout time. In other words, a timeout time suitable for the
performances of the HDDs 60 can be set.

Further, every time a command is issued from the storage
control apparatus 30 during an operation of the system, the
reference time modifier 17 dynamically modifies the timeout
time Tout in accordance of the data transfers on buses.
Thereby, the timeout time is suitably set for the data transfers
on the bus, which can eliminate any effects of data delay due
to the load on the propagation path to reliably and immedi-
ately determine that an error occurs in the HDD 60.

Further, in the storage system 1, a delay time is not deter-
mined for every HDD 60 provided in the system, but is deter-
mined for a certain number HDDs 60 of each type. In other
words, the effective processing is achieved by using a com-
mon timeout time for HDDs 60 in the same type.

Still, by selecting multiple test target HDDs 60 for each
type and determining their average delay time, the storage
selector 11 can determine an approximate delay time of that
type.

The storage selector 11 may select a single test target HDD
60 for each type. However, in such a case, the selected HDD
60 may have a failure. In this case, an abnormal timeout time
may be calculated. In order to avoid this, preferably, multiple
test target HDDs 60 is determined for each type and their
average delay time is calculated for later use.
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If a delay time of one HDD 60 in the multiple HDDs 60
significantly deviates from delay times of the other HDDs 60
(forexample, the deviation is 50% or greater), preferably, that
HDD 60 is omitted from the test target HDDs 60 and the
storage selector 11 selects another HDD 60.

Further, preferably, the storage selector 11 selects test tar-
get HDDs 60, taking the distances on the bus from the upper-
level apparatus 4 into account. For example, it is preferred
that the storage selector 11 selects both HDDs 60 connected
to a device enclosure closer on the bus to the upper-level
apparatus 4 and HDDs 60 connected to a device enclosure
farther on the bus from the upper-level apparatus 4. This can
help to reduce any deviation due to difference of the distances
from the upper-level apparatus 4, thereby improving the sys-
tem reliability.

In the storage system 1, the response interval measurement
unit 14 puts a higher load on the test target HDDs 60 without
any medium error selected by the storage selector 11, when
the storage control apparatus 30 is started, by making the
command issuing unit 21 issue multiple commands to these
HDDs 60.

Here, the timeout time is used to detect errors in the HDDs
60 (to isolate the errors). When the load on the bus increases,
a command completion is delayed due to the load even when
no medium error occurs in an HDD 60. The higher the load
becomes, the more significant the delay of the command
completion becomes.

Therefore, if a timeout time was set by messing the
response interval of the HDD 60 in the normal state (without
any medium error) which is not under a higher load, it would
be mistakenly determined that the normal HDD 60 is defec-
tive. To avoid such a situation, in the storage system 1, the
response interval measurement unit 14 puts a higher load on
the HDDs 60.

The disclosed technique is not limited to the embodiment
described above, and various modifications may be made
without departing from the spirit of the present embodiment.

For example, while the storage apparatuses are the HDDs
60 in the embodiment described above, this is not limiting and
other types of storage, such as solid state drives (SSDs), may
be used, for example.

Further, while four HDDs 60 are provided in the storage
system 1 in the embodiment described above, this is not
limiting. Fewer or more HDDs 60 may be provided and a
wide variety of variations are possible without departing from
the scope and spirit of the embodiment. For example, addi-
tional HDDs 60 may be provided in one or more drive enclo-
sures connected through the wide link 70.

Further, while there are three types of HDDs 60, namely,
Types A, B, and C, in the embodiment described above, this is
not limiting and fewer or more types of HDDs 60 may be
used.

The embodiment may be practiced or manufactured by
those ordinary skilled in the art with reference to the above
disclosure.

The disclosed technique may provide at least one of the
following advantageous effects or advantages:

(1) By calculating a reference time for each type of storage
apparatuses, the time required to detect the abnormality can
be reduced and thus the processing efficiency can be
improved.

(2) Upon calculating the reference time, by measuring the
delay time of a command response upon a medium error, the
timeout times can be set in accordance with the processing
performances of the storage apparatuses.

(3) Upon calculating the reference time, by using the inter-
val of the respective command responses to the plurality of
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second test command to the storage apparatuses to be exam-
ined under a higher load without any medium error, the tim-
eout time can be calculated which only reflects the time
required for an actual disk access and the time required for
transmission of response data can be reflected, thereby elimi-
nating factors not directly related to the disk performances,
such as queue time.

(4) When a command completion time is delayed, it can be
determined whether the delay is due to the higher load on the
propagation path or due to a failure in a storage apparatus.

All examples and conditional language recited herein are
intended for the pedagogical purposes of aiding the reader in
understanding the invention and the concepts contributed by
the inventor to further the art, and are not to be construed
limitations to such specifically recited examples and condi-
tions, nor does the organization of such examples in the
specification relate to a showing of the superiority and infe-
riority of the invention. Although one or more embodiments
of the present inventions have been described in detail, it
should be understood that the various changes, substitutions,
and alterations could be made hereto without departing from
the spirit and scope of the invention.

What is claimed is:

1. A storage control apparatus that is capable of being
connected to storage apparatuses of a plurality of types, the
storage control apparatus comprising:

a storage apparatus selector that selects storage appara-
tuses to be examined from each of the plurality of types
of the storage apparatuses;

a medium error status generator that generates a medium
error status in the storage apparatuses to be examined;

a command delay time measurement unit that issues a first
test command while the medium error status generator
generates the medium error status, and measures a delay
time of a command response for the first test command
as a command delay time;

a response interval measurement unit that issues a plurality
of second test commands to the storage apparatuses to be
examined under a higher load when no error occurs, and
measures an interval of each command response for the
plurality of second test commands as a response interval;

a reference time calculator that calculates, for each of the
plurality of types of the storage apparatuses, a reference
time for each storage apparatus type by adding the com-
mand delay time and the response interval; and

an abnormality detector that detects an abnormality upon
issuing a command to the storage apparatuses, based on
the reference time calculated by the reference time cal-
culator.

2. The storage control apparatus according to claim 1,
wherein the medium error status generator, the storage appa-
ratus selector, the command delay time measurement unit,
and the reference time calculator function when the storage
control apparatus is being started.

3. The storage control apparatus according to claim 1,
further comprising:

a command issuing unit that issues the commands to a
command target storage apparatus to which the com-
mand is to be issued;

a total average response interval calculator that calculates,
when the command issuing unit issues the command to
the command target storage apparatus, an average of the
response intervals for all of the plurality of storage appa-
ratuses connected to the storage control apparatus, as a
total average response interval;

an average connection count calculator that calculates,
when the command issuing unit issues the command to
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the command target storage apparatus, an average con-
nection count per command for the command target
storage apparatus;

a total average connection count calculator that calculates
an average connection count per command for all of the
plurality of storage apparatuses connected to the storage
control apparatus;

a response delay coefficient calculator that calculates a
response delay coefficient, based on the average connec-
tion count for the command target storage apparatus and
the average connection count per command for all of the
plurality of storage apparatuses connected to the storage
control apparatus;

an operation response interval calculator that calculates an
operation response interval by applying the response
delay coefficient to the total average response interval;
and

a reference time modifier that calculates a new reference
time for the command target storage apparatus by setting
the operation response interval calculated by the opera-
tion response interval calculator as a new response inter-
val and adding the new response interval and the com-
mand delay time, and sets the newly calculated reference
time as a reference time for the command target storage
apparatus.

4. The storage control apparatus according to claim 3,
further comprising, when an error is detected in the command
target storage apparatus while the storage control apparatus
operates,

an on-error command delay time measurement unit that
measures a delay time of a command response when the
error occurs, as an on-error command delay measured
time; and

an on-error command delay time calculator that calculates
an on-error command delay time calculated based on the
on-error command delay measured time,

wherein the reference time modifier calculates a new ref-
erence time for the command target storage apparatus in
which the error is detected by setting the on-error com-
mand delay time calculated by the on-error command
delay time calculator as the new command delay time,
and adding the response interval and the new command
delay time.

5. A method of setting a reference time used for detecting,
in a storage control apparatus connected to storage appara-
tuses of a plurality of types, an abnormality when a command
is executed to the storage apparatuses, the method compris-
ing:

selecting storage apparatuses to be examined from each of
the plurality of types of the storage apparatuses;

generating a medium error status in the storage apparatuses
to be examined;

issuing a first test command while generating the medium
error status in the storage apparatuses to be examined,
and measuring a delay time of a command response for
the first test command as a command delay time;

issuing a plurality of second test commands to the storage
apparatuses to be examined under a higher load when no
error occurs, and measures an interval of each command
response for the plurality of second test commands as a
response interval; and

calculating, for each of'the plurality of types of the storage
apparatuses, a reference time for each storage apparatus
type by adding the command delay time and the
response interval.

6. The method of setting a reference time according to

claim 5, wherein the generating the medium error status, the
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selecting the storage apparatuses, the measuring the com-
mand delay time, and the calculating the reference time are
executed when the storage control apparatus is being started.

7. The method of setting a reference time according to
claim 5, further comprising, when a command is issued to a
storage apparatus,

calculating an average of the response intervals for all of

the plurality of storage apparatuses connected to the
storage control apparatus, as a total average response
interval;

calculating an average connection count per command for

the command target storage apparatus for a command
target storage apparatus to which the command is to be
issued;

calculating an average connection count per command for

all of the plurality of storage apparatuses connected to
the storage control apparatus;

calculating a response delay coefficient, based on the aver-

age connection count for the command target storage
apparatus and the average connection count per com-
mand for all of the plurality of storage apparatuses con-
nected to the storage control apparatus;

calculating an operation response interval by applying the

response delay coefficient to the total average response
interval; and

calculating a new reference time for the command target

storage apparatus by setting the calculated operation
response interval as a new response interval and adding
the new response interval and the command delay time,
and setting the newly calculated reference time as a
reference time for the command target storage appara-
tus.

8. The method of setting a reference time according to
claim 7, further comprising, when an error is detected in the
command target storage apparatus while the storage control
apparatus operates,

measuring a delay time of a command response when the

error occurs, as an on-error command delay measured
time; and

calculating an on-error command delay time based on the

command delay time and the on-error command delay
measured time,

wherein the calculating the reference time calculates a new

reference time for the command target storage apparatus
in which the error is detected by setting the calculated
on-error command delay time as the new command
delay time, and adding the response interval and the new
command delay time, and sets the newly calculated ref-
erence time as a reference time for the command target
storage apparatus.

9. A computer-readable storage medium storing a refer-
ence time setting program that makes a computer set a refer-
ence time used for detecting, in a storage control apparatus
connected to storage apparatuses of a plurality of types, an
abnormality when a command is executed to the storage
apparatuses, the program making the computer:

select storage apparatuses to be examined from each ofthe

plurality of types of the storage apparatuses;

generate a medium error status in the storage apparatuses

to be examined;

issue a first test command while generating the medium

error status in the storage apparatuses to be examined,
and measure a delay time of a command response for the
first test command as a command delay time;

issue a plurality of second test commands to the storage

apparatuses to be examined under a higher load when no
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error occurs, and measure an interval of each command
response for the plurality of second test commands as a
response interval; and

calculate, for each of the plurality of types of the storage

apparatuses, a reference time for each storage apparatus
type by adding the command delay time and the
response interval.
10. The computer-readable storage medium according to
claim 9, wherein the program makes the computer generate
the medium error status, select the storage apparatuses, mea-
sure the command delay time, and calculate the reference
time are executed when the storage control apparatus is being
started.
11. The computer-readable storage medium according to
claim 9, wherein the program makes the computer, when a
command is issued to a storage apparatus,
calculate an average of the response intervals for all of the
plurality of storage apparatuses connected to the storage
control apparatus, as a total average response interval;

calculate an average connection count per command for the
command target storage apparatus for a command target
storage apparatus to which the command is to be issued;

calculate an average connection count per command for all
of the plurality of storage apparatuses connected to the
storage control apparatus;

calculate a response delay coefficient, based on the average

connection count for the command target storage appa-
ratus and the average connection count per command for
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all of the plurality of storage apparatuses connected to
the storage control apparatus;

calculate an operation response interval by applying the

response delay coefficient to the total average response
interval; and

calculate a new reference time for the command target

storage apparatus by setting the operation response
interval as a new response interval and adding the new
response interval and the command delay time, and set
the newly calculated reference time as a reference time
for the command target storage apparatus.

12. The computer-readable storage medium according to
claim 11, wherein the program makes the computer, when an
error is detected in the command target storage apparatus
while the storage control apparatus operates,

measure a delay time of a command response when the

error occurs, as an on-error command delay measured
time; and

calculate an on-error command delay time based on the

command delay time and the on-error command delay
measured time,

wherein a new reference time is calculated for the com-

mand target storage apparatus in which the error is
detected by setting the calculated on-error command
delay time as the new command delay time, and adding
the response interval and the new command delay time,
and the newly calculated reference time is set as a ref-
erence time for the command target storage apparatus.
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